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”A revolution doesn’t happen when a society adopts new tools. It happens when society adopts
new behaviours and most of that change I think is still in the future.”

Clay Shirky

Tell me, I forget.
Show me, I remember.

Involve me, I understand
Chinese proverb
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1 Concept

There is now overwhelming evidence that the current organisation of our economies
and societies is seriously damaging biological ecosystems and human living con-
ditions in the very short term, with potentially catastrophic effects in the long
term. The enforcement of novel policies may be triggered by a grassroot ap-
proach, with a key contribution from information and communication technolo-
gies (ICT). Nowadays low-cost sensing technologies allow the citizens to directly
assess the state of the environment; social networking tools allow effective data
and opinion collection and real-time information spreading processes. In addi-
tion, theoretical and modeling tools developed by physicists, computer scientists
and sociologists have reached the maturity to analyse, interpret and visualize
complex data sets. EveryAware intends to integrate all crucial phases (en-
vironmental monitoring, awareness enhancement, behavioural change) in the
management of the environment in a unified framework, by creating a new
technological platform combining sensing technologies, networking applications
and data-processing tools; the Internet and the existing mobile communication
networks will provide the infrastructure hosting such a platform, allowing its
replication in different times and places. Case studies concerning different num-
bers of participants will test the scalability of the platform, aiming at involving
as many citizens as possible leveraging on the low cost and high usability of the
sensing devices. The integration of participatory sensing with the monitoring
of subjective opinions is novel and crucial, as it exposes the mechanisms by
which the local perception of an environmental issue, corroborated by quantita-
tive data, evolves into socially-shared opinions, eventually driving behavioural
changes. Enabling this level of transparency critically allows an effective com-
munication of desirable environmental strategies to the general public and to
institutional agencies.
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2 Introduction

The issue of sustainability is now on top of the political and societal agenda
and is considered to be of extreme importance and urgency [1, 2, 3]. It is
evident how the present economy structure and societies we live in are seriously
threatening the biological ecosystems and slowly but steadily deteriorating the
average human living conditions, with possibly disastrous future effects [4]. A
lot can and must be done from the technological and policy-making perspective
encouraging – for example, the development of renewable energies and energy-
saving housing and transport. But it is only when people become fully aware
of their actual environmental conditions and their future consequences that the
much needed change of behaviour will truly happen. In a recent statement from
the head of the European Environmental Agency, it has been clearly pointed
out that bottom-up actions are necessary to deal with today’s challenge: “The
key to protecting and enhancing our environment is in the hands of the many,
not the few.... That means empowering citizens to engage actively in improving
their own environment, using new observation techniques...” [5].

The need for a re-organisation of the most impacting human activities to-
wards a more efficient and sustainable development model has been recently
raised by the public debate on several global environmental issues. Unfortu-
nately, the achievement of such a goal has been undermined by the difficulty of
matching global/societal needs and individual needs. Urban environments, with
over 50% of the world population and a growth rate close to 2% [6], are crucial
in this respect. Traffic-related air pollution accounts for a large part of the 300
million people suffering with asthma around the world [7]. Moreover, health
risks are not homogeneous across urban areas, because micro-environments ex-
hibit highly variable pollution rates [8, 9, 10]. As a consequence, it has been
estimated that two million people die annually from indoor air pollution [11].
Nevertheless, the air quality of a city is typically monitored through a limited
number of fixed out-door stations. Traffic is also a major source of excessive
noise levels which, in turn, cause severe health effects (apart the auditory ones)
on urban population [12, 13]. Therefore, a re-organisation of several urban
activities would have a positive impact on this issue as well.

Research into the determinants of environmental behaviour has shown that
an improvement of the individual and collective behaviour can be obtained if
citizens are more exposed to information, and engaged as part of a commu-
nity [14, 15, 11, 16, 17, 18]. Based on these assumptions, an innovative ap-
proach to address environmental issues is represented by “urban sensing”, a
domain of high significance in technological development over the coming years
where information exchanges involving citizens equipped with mobile and web
technologies play a crucial role [19].

From all this comes the idea of recruiting non-expert individuals in the very
collection process of environmental data and to gather opinions about their
perception of the urban environment, from various points of view (air quality,
mobility efficiency, health conditions [20]). To address issues of data credibility
the collected data should be processed and interpreted in a statistically and
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scientifically sound way [21, 22, 23, 24]. As a reward for their collaborative be-
haviour, users would be provided with targeted and personalised environmental
information. This can generate pressure in favor of a more sustainable usage
of commons as ‘Real world data is useful in drawing attention to problems and
advocating change’ [17].

However, in order to set up such a virtuous loop, there is an urgent need
to create an ICT fabric in order to support local and hyperlocal actions by
capturing information and providing usable feedback [25]. Additionally, while
motivation for engagement, continuing participation and behavioural change
has been examined for activities such as Wikipedia and Open Street Map, the
question remains open for the field of ‘urban sensing’ [26, 27, 28, 22].

3 Why EveryAware?

The EveryAware project responds to the above mentioned societal needs by
providing capabilities for environmental monitoring, data aggregation, and in-
formation presentation to users by means of mobile and web-based tools such
as smartphones, computers and sensors.

EveryAware intends to integrate theoretical and practical techniques from
the disciplines of environmental sensing, computer science, statistical physics
and social science to collect and analyse physical measurements from sensors and
associated subjective opinions of participants. Real-time analysis results will be
provided to the users through the most commonly available communication
networks.

The comparison between sensor data and subjective opinions will expose
the mechanisms by which the individual perception of a known phenomenon is
translated into its social perception and eventually into choices and actions. A
deeper understanding of this mechanism, grounded in real-life scenarios, paves
the way to engineering better incentives for change, and poses the basis for an ef-
fective strategy of environmental communication, reducing the gap between the
general public and institutional bodies with a stake in environmental policies.
The appropriate and personalised representation of the collected data to users
has the potential of triggering a bottom-up improvement of citizens’ behaviors
[14, 15, 11, 16, 17].

EveryAware’s partners come from four different, yet complementary areas
that are all directly relevant to achieve the objectives of the project. There
are two complex systems oriented partners (ISI and PHYS-SAPIENZA). They
will be concerned with analyzing and modeling the Social Dynamics that this
project will generate and solving fundamental problems in the aggregation of
massive noisy quantitative and qualitative data. Each of these partners has a
very strong reputation in the field of statistical physics and complex systems and
has demonstrated through prior work the ability to make major contributions
in the application of complex systems science to the study of social dynamics,
including semiotic dynamics (for example social tagging) and opinion dynamics.
One partner is an important player in the domain of environmental monitoring

Page 4



EveryAware

Figure 1: EveryAware Concept

and modelling (VITO), i.e. sensing and modelling the air quality condition. It
is a state-owned research organisation dealing with environmental matters as its
primary mission. It will ensure that the results of this project are relevant and
realistic with respect to the issue of sustainability, which is the major focal point
of this project. Then there is a partner coming from the domain of the social
sciences (UCL), with specialised expertise in community building through the
use of Geographic Information Systems (GIS) and participatory mapping. This
partner has already been engaged in a wide range of projects and experiments
conceptually similar to the ones that will be carried out in the present project.
Finally, EveryAware enjoys the presence of a strong Computer Science partner
(LUH) with a track record in research excellence and in pushing the state of
the art in future and emerging technologies in several relevant domains: Web
Science, Data Mining, Web 2.0, Semantic Web, Social Network Analysis.

The consortium is therefore strong and well balanced, spanning the full dis-
ciplinary range from complex systems science to environmental modelling and
future and emerging ICT technologies, bringing together social sciences, math-
ematics and the physical sciences, and information technologies. It combines
public research institutions, universities and state agencies, ranging from funda-
mental sciences to applied science. Additional information are available through
htt://www.everyaware.eu.
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Figure 2: EveryAware Consortium

4 New ICT tools

The latest evolution of Information and Communication Technologies (ICT) has
increasingly concerned the inclusion of users in the production of information
through multiple digital media such as PCs, smartphones, or cameras supported
by an Internet access. Because of the increased amount of exchanged data,
users’ attention is often exhausted by the information overload. Therefore, the
usability of such information is strictly connected to the availability of effective
filtering methods and targeting tools.

To this end, most online communication platforms developed within the
Web2.0 paradigm provide the users the opportunity of collectively categorizing,
evaluating, and filtering the content they browse. The classification of digital
resources is typically performed by assigning labels (called tags) or ratings to
resources. This collaborative categorization has given birth to several web-based
folksonomies (from “folks” and “taxonomies”).

These socio-semantic systems have also attracted much attention from the
scientific community, to investigate quantitatively how cooperative phenomena
arise and can be harnessed to improve the performance of such collective tasks
(see [29, 30, 31, 32] and the work accomplished by the authors, among others,
in the framework of the EU project TAGora www.tagora-project.eu).

This ICT infrastructure has been applied not only to favour data exchange
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among people, but also to outsource productive tasks. Companies and insti-
tutions are increasingly relying on the recruitment of networking volunteers
through the Internet to perform tasks of varying nature. Typical task pro-
posals are submitted online by companies seeking technological or marketing
solutions, or by research groups looking for volunteers for test and data mining
activities [33, 34]. Not all the crowdsourcing systems rely on a financial reward
to involve large number of users. A growing number of tasks are outsourced by
transforming them into online games. A paradigmatic example is represented
by the ESP game, where a pair of users are shown the same image and are re-
warded by a positive score if both users assign a same tag to it [35]. Successful
matches, thus, can be used to effectively classify images, and that is why the
Google Image search engine has now incorporated the ESP game and data.

Cloud computing has strongly pushed the possibility of gather user-generated
data, process it, and visualize them on the web. As a result, lots of collective
mapping, or c̈rowdmapping̈, projects have been created, where users describe
phenomena of interest, ranging from natural disasters to social turbulences,
by representing them on online maps [36]. These kinds of infrastructures are
particularly appropriate for the involvement of citizens in distributed sensing
experiments.

5 Pervasive computing and participatory sens-
ing

Devices employed in the connection to communication networks have converged
in size and technological standards. Cell phones have integrated many functions
traditionally accomplished by personal computers. In turn, computer manu-
facturers have privileged products designed for an easy mobile usage, such as
new generation tablets. Moreover, cell phones and PCs incorporate sensors of
increasing accuracy: GPS sensors, cameras, microphones, accelerometers, ther-
mometers are already a default equipment in most of the mentioned devices.
Networks have also accompanied this process, by expanding the availability of
an Internet connection throughout daily life. Open-hardware platforms, such
as the well-known programmable microcontroller based Arduino, will also facil-
itate the task of taking an input signal from the environment, process it, and
deliver it through the Internet at a low cost.

The large number of sensors deployed has already suggested to turn urban
areas into “smart cities”, that is, intelligent and complex organisms able to
process the sensors signals, visualise them and possibly trigger the automatic
execution of appropriate actions [37]. Everyaware’s goal, though, is to involve
citizens into a techno-social integrated process.

The mobile, powerful, and permanently connected equipment described above
makes any citizen a potential source of sensor data about her/his environment,
with little or no required scientific skill. Participatory sensing experiments in-
volve communities of such individuals in the monitoring of a particular issue, e.g.
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the quality of a metropolitan environment [11, 38] or the redevelopment of ur-
ban areas [20]. This is not entirely new, since numerous c̈itizen sciencëınitiatives
have been already launched in areas ranging from ornitology to astronomy, with
or without the of help sensors. A recent trend is represented by the integration
of crowdmapping and participatory sensing through the web. Online platform
such as www.pachube.com have shown in practice how the data collection ac-
tivity and its visual representation reinforce themselves. Particular events, such
as the nuclear crisis following the Japan 2011 earthquake, have demonstrated
that involving citizens in the environmental monitoring activity is an effective
method to build accurate risk maps.

The participation of users in the monitoring affects both the resolution and
the quality of the data collected. While traditional sensing generally involves a
small number of highly controlled observation points, distributed sensing relies
on the possibility of gathering large amounts of data from many uncontrolled
sources, which cannot ensure high data quality standards; however, by means of
statistical methods together with the possibility of storing and post-processing
large datasets, this quality gap with respect to traditional sensing can be over-
come. Therefore, the analysis tools should be able to detect and filter out
deviations due to sensors misuse or to biases introduced by the users them-
selves. As we explain in the following, the knowledge of the underlying social
interaction is crucial for such a task.

Monitoring the environment is a beautiful framework for ICT-based citizen
science experiments: there is a strong connection between individual awareness
and good collective practices aiming at a more efficient usage of commons. Of
course, the most important issue is the effective recruitment of a number of
active volunteers. Reasonably, users provide larger quantities of data if the
observed phenomenon and its management directly concern the community in-
volved in participatory sensing experiments, as shown in surveys about the
volunteer motivation [39, 40]. A low required effort and an efficient feedback
mechanism are likewise crucial in encouraging the participation. It is important,
in particular in the preliminar stage of the recruitment, that users would benefit
soon from their involvement without having to wait for a large participation. On
the contrary, the need of a large number of participants would probably make
the experiment fail, since it would require a sufficient large number of users to
self-sustain the feedback mechanism [41], in perfect analogy with the physical
concept of “critical mass”.

6 Empirical data and subjective opinions

Along with sensors, human themselves can act as a probe to monitor many
phenomena, especially in the environmental area. In fact, the opinion of a
citizen summarized by a numerical rating, a tag, or a social network message
often conveys relevant information, although influenced by subjective biases,
about a particular event or situation.

The comparison of sensor data and (geo-tagged) opinions has a twofold im-
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portance. On one hand, it allows to understand how users perceive combinations
of multidimensional observations: which of the environmental characteristics
(temperature, air quality, noise pollution etc.) has the stronger impact on their
perception? On the other hand, the knowledge of both the environmental con-
ditions and the social network a user has been exposed to, allows estimating
how much social biases affect his/her perception of the quality of the environ-
ment and individual behaviour. Detecting the opinion leader in social networks,
spotting the imitation mechanisms at work and the inertial effects as opposed to
opinion shifts, is crucial if one seeks not only to monitor the existing practices,
but also to induce better ones. At this aim, so called ”sociophysics” has de-
veloped many tools and models to study the opinion dynamics taking place on
social networks. This interdisciplinary field employs concepts borrowed from the
theory of complex systems in statistical physics. Statistical physics has proven
to be a very fruitful framework to describe phenomena outside the realm of tra-
ditional physics [42]. The last years have witnessed the attempt by physicists
to study collective phenomena emerging from the interactions of individuals
considered as elementary units in social structures: from opinion, cultural and
language dynamics to crowd behaviour, hierarchy formation, human dynamics,
social spreading. In all these social phenomena the basic constituents are not
particles but humans and every individual interacts with a limited number of
peers, usually negligible compared to the total number of people in the system.
In spite of that, human societies are characterized by stunning global regular-
ities [43]. There are transitions from disorder to order, like the spontaneous
formation of a common language/culture or the emergence of consensus about
a specific issue. It may be surprising, but the idea of a physical modelling of
social phenomena is in some sense older than the idea of statistical modelling of
physical phenomena. The discovery of quantitative laws in the collective prop-
erties of a large number of people, as revealed for example by birth and death
rates or crime statistics, was one of the factors pushing for the development of
statistics and led many scientists and philosophers to call for some quantitative
understanding (in the sense of physics) on how such precise regularities arise
out of the apparently erratic behaviour of single individuals. Hobbes, Laplace,
Comte, Stuart Mill and many others shared, to a different extent, this line of
thought [44].

7 Data gathering, analysis and validation

Systems modelling relies on large-scale data structures but these ones are often
inaccessible or not envisaged as important until a main event occurs. Systems
modelling will rely in the future, more and more, on forms of data gathering in-
volving individual agents moving across system domains. New ways of gathering
and communicating data, enabled by ICT, produce new forms of involving the
public. Sensor-based gathering of temperature and noise-level information, for
example, allows collection of data on totally new scales. Use of mobile phones
for this purpose seems a particularly powerful way of getting ordinary people
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involved, as it could integrate subjective data (moods, opinions) as well as scien-
tific readings. The World Wide Web provides several tools, such as collaborative
systems (e.g., del.icio.us), micro-blogs (e.g., Twitter), and other so-called Web
2.0 services to gather opinions in a user-friendly manner. It is possible to make
more sense of the collected data when they are displayed over a base map of
the local streets either via GPS readings or by captures through a map inter-
face. Data gathered in this way could, if socially accepted, induce widespread
opinion dynamics leading to changes in behaviour. The idea is that the avail-
ability of locally relevant digital data, together with their analysis, processing
and visualization should trigger a bottom-up improvement of social strategies.
On the other hand, the augmented awareness could be a source of pressure on
the relevant stakeholders and policy makers. Data are of course relevant also
directly for policy makers. Every policy ought to be tested with data. While
there is indeed an over dependency of governments with assessing their poli-
cies with data (impact assessment), there is a problem of gathering data on
the right level and of the right type. Often there is a mismatch of scale and
type. Here comes the issue of data validation and interpolation. Tools and tech-
niques able to cope with huge sets of heterogeneous and often unreliable data
to efficiently reconstruct dynamic system models at multiple levels are crucially
needed, along with more traditional methods of controlling the quality of the
collected data [24]. This includes data-rich probing technologies, protocols and
experiments to gain realistic data on what goes now under the denomination of
techno-social systems. A techno-social system, in this sense, acts like a lens that
captures information from the environment: one has to explore the peculiarities
of having human agents as sensing nodes, the role of noise sources at different
scales, the effect of opinion bias, information spreading in the community sup-
porting the techno-social system, network effects, and so forth. More generally,
reliable data play a crucial role also in refinement of models as Science looks at
the available data and stimulates model corrections (see for example the mod-
elling of climate change at the beginning of the 1990s where a mismatch between
models and data led to introducing aerosols into the equations that yielded a
far better match).

8 Modeling and predictability

The modelling activity is crucial to reach a deep theoretical and pragmatic
understanding of social phenomena [42]. When coupled with a serious data
analysis activity devoted to the discovery of emergent features, it can result in
a virtuous loop, where measures inspire models, model analysis suggests new
measures and observations, which in turn allow the evaluation and refinement of
models. Once a satisfactory level of agreement between theory and experiments
is achieved, the theoretical description can suggest and inspire control strategies
and directions for improving systems.

The modelling and the simulation of such multi-level systems, should take
into account the relevant technological, psychological and social dimensions as
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well as the realistic diversity of behaviours, social and spatial structures and
knowledge. The theoretical foundations for understanding and modelling the
behaviour of such systems lie in uncovering the basic interactions between the
user and the ICT system, as well as the interactions between users mediated
by the ICT system. Realistic models of these interactions are still lacking in
a validated form grounded on experimental data. Not only the technological
aspects of the ICT platform, but also the psychological and cognitive factors
come into play at this level, together with the social structure of the community
and the spatial structure of the environment where users act. It is important to
provide theoretical foundations for the dynamical aspects, grounding theoretical
constructions on data from real systems and exploring the space of possible
behaviour by means of computer simulations.

One of the main objectives of the modelling activity is that of coming up
with a notion of predictability for socio-technological systems. Several aspects
are relevant here where the notion of predictability can be investigated. (i) Iner-
tia and critical mass: an important aspect of the predictability in techno-social
systems is related to the individual inertia, i.e., the resistance of an individual
in changing his/her opinion and more generally his/her habits. The individ-
ual inertia, on its turn, will generally depend on the pressure exerted by the
environment and by peers. It is thus important to investigate whether critical
thresholds (critical mass) exist for triggering an opinion change and how these
thresholds depend on the peer pressure or other social factors. (ii) Response to
a perturbation: another crucial aspect to assess the predictability of a generic
system is its response function to external perturbations, e.g., a specific policy
change; (iii) Scale effects: an additional possible perspective of the notion of
predictability is to consider the role played by the system size. The question
can be posed as follows. Suppose one has observed a given phenomenology in
a small community, how much of the acquired knowledge can be transposed
to a larger (some-times much larger) community? This is a typical problem
in statistical physics for which a lot of tools and methodologies are currently
available.

9 Platforms for an experimental social science

Though only a few years old, the growth of the World Wide Web and its effect on
the society have been astonishing, spreading from the research in high-energy
physics into other scientific disciplines, academe in general, commerce, enter-
tainment, politics and almost anywhere where communication serves a purpose.
Innovation has widened the possibilities for communication. Blogs, wikis and
social bookmark tools allow the immediacy of conversation, while the potential
of multimedia and interactivity is vast. The reason for this immediate success
is the fact that no specific skills are needed for participating. In the so-called
Web 2.0 [45] users acquire a completely new role: not only information seek-
ers and consumers, but information architects, cooperate in shaping the way in
which knowledge is structured and organized, driven by the notion of meaning
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and semantics. In this perspective the web is acquiring the status of a platform
for social computing, able to coordinate and exploit the cognitive abilities of
the users for a given task. One striking example is given by a series of web
games [35], where pairs of players are required to coordinate the assignment of
shared labels to pictures. As a side effect these games provide a categorization of
the images content, an extraordinary difficult task for artificial vision systems.
More generally, the idea that the individual, selfish activity of users on the web
can possess very useful side effects, is far more general than the example cited.
The techniques to profit from such an unprecedented opportunity are, however,
far from trivial. Specific technical and theoretical tools need to be developed in
order to take advantage of such a huge quantity of data and to extract from this
noisy source solid and usable information [46, 47]. Such tools should explicitly
consider how users interact on the web, how they manage the continuous flow
of data they receive, and, ultimately, what are the basic mechanisms involved in
their brain activity. In this sense, it is likely that the new social platforms ap-
pearing on the web, could rapidly become a very interesting laboratory for social
sciences. In particular we expect the web to have a strong impact on the stud-
ies of opinion formation, political and cultural trends, globalization patterns,
consumers behavior, marketing strategies.

A very original example is represented by Amazon’s Mechanical Turk (MT)
(https://www.mturk.com/mturk/welcome), a crowdsourcing web service that
coordinates the supply and the demand of tasks that require human intelligence
to complete. It is an online labor market in which users perform tasks, also
known as Human Intelligence Tasks, proposed by ”employers” and are paid for
this. Salaries range from cents for very simple tasks to a dollar or more for
more complex ones. Examples of tasks range from categorization of images,
the transcription of audio recordings to test websites or games. MT is perhaps
one of the clearest examples of the so called crowdsourcing and thousands of
projects, each fragmented into small units of Work, are performed every day
by thousands of users. MT has opened the door for exploration of processes
that outsource computation to humans. These human computation processes
hold tremendous potential to solve a variety of problems in novel and interesting
ways.

Thanks to the possibility of recruiting thousands of subjects in a short time,
MT represents a potentially revolutionary source for conducting experiments in
social science [48, 49]. It could become a tool for rapid development of pilot
studies for the experimental application of new ideas. As a starting point for this
new idea of experiments, the blog http://experimentalturk.wordpress.com/

already presents a review of the results of a series of classic game theoretical
experiments carried out on MT [50].

Despite its versatility [49] MT has not been conceived as a platform for ex-
periments. This is the reason why it is important to develop a versatile platform
to implement social games. Here the word game is intended as an interaction
protocol among a few players implementing a specific task and it is used as a
synonym of experiment. The development of such web games has to take into
account the following points: (i) the running applications must be modular, so
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that they can interact with different services and interfaces and can be inter-
changeable; they must be event-driven in order to ease the real time interactions
between users and have to possibly interact with social networks and cloud ser-
vices through their own APIs; (ii) the transactions between synchronous (i.e.,
real time) and asynchronous mode should be the most transparent as possible;
(iii) the cross-platform web-based graphical interface, either ajax, flash or java,
must be differently designed according to the client platform (e.g. desktops,
smart-phones, tablets, etc.); (iv) the hosting infrastructures have to be care-
fully designed to manage an expected heavy load and to process and store the
relative amount of data. The advantage of this kind of experiments is that every
useful piece of information and detail of the evolution will be fully available and
leveraged for benchmarking as well as for the modelling activity. Moreover the
effects of social interactions can be observed with a larger statistical basis and
in a more controlled environment.

In the framework of EveryAware a first prototype of such a platform is be-
ing realized, dubbed Experimental Tribe (www.xtribe.eu) (ET). ET is intended
as a general purpose platform that allows the realization of a very large set of
possible games. It has a modular structure through which most of the com-
plexity of running an experiment is hidden in a complex Main Server and the
experimentalist is left with the only duty of devising the experiment as well as
a suitable interface for it. In this way most of the coding difficulties related to
the realization of a dynamic web applications are already taken care by the ET
Server and the realization of an experiment should be as easy as constructing a
webpage with one the main utilities for it (e.g., googlesite). There are different
kind of users for ET: the system administrator who runs the whole ET Server
and provides all the necessary API’s for it; the experimentalists who run indi-
vidual experiments through ET and the players who contribute to one or more
individual games. Accordingly the ET has a modular structure with several
components:

i) a Web Server through which users access the games;

ii) a Main Server that manages the whole status of the system: users regis-
tration and login, pairing online users, managing individual games, giving
feedback and payoffs to users, etc. It is composed on its turn by several
elements devoted to different main tasks: message handling service, game
handling service, transaction handling service;

iii) a Manager that allows the configuration of individual games as well the
corresponding data gathering and analysis. This Manager is handled by
the experimentalists though the system provides a standard implementa-
tion;

iv) several different databases to store information about experimentalists,
players, instances of the games, etc.

ET will be shortly online and ready to host experiments by the community
at large.
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10 The EveryAware Platform

A key technological novelty of EveryAware is the design and the implemen-
tation of the so-called EveryAware platform that will handle both sensor and
subjective data acquisition. The platform will be a modular system based on
two hardware components: a smartphone controlling the data acquisition and
a modular sensor box with several pluggable sensors. This approach guaran-
tees high scalability of the overall system and allows an optimal distribution of
sensors (e.g., wearable sensors for air or noise pollution). At the same time asso-
ciated software platform will allow users to easily upload their sensor readings,
and equally easily tag these with subjective information. The ICT challenge
here is that of making this upload process as automatic and natural for the user
as possible.

Figure 3: Cartoon illustrating the structure of the EveryAware platform

More specifically the EveryAware platform will contribute:

• to develop a hardware platform enabling citizens to effortlessly capture
personal environmental information. The platform will incorporate an in-
teroperable set of sensors for environmental parameters connectable to a
smartphone, a central server unit for data storage and processing. The
platform is thought to be intrinsically scalable allowing the integration
of progressively miniaturized, embedded or wearable sensors with increas-
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ingly powerful smartphones and interfaces.

• in conjunction with the above, to develop a software platform enabling
citizens to effortlessly capture information related to their behaviour and
choices. This platform will be seamlessly integrated with the hardware
platform and will also pass data to the central server unit for data storage
and processing. A suite of personal computer and smartphone applications
will allow users to exchange sensor data and opinions to and from the
central unit and the social network composed of other participants.

• to develop protocols for community engagement in urban sensing ex-
periments, enabling communities to perform the monitoring activity at
grass-roots level, in a decentralised fashion. Here the core research chal-
lenge is the development of validated engagement schemes to encourage
initial and ongoing community participation. Additionally, research is re-
quired to validate whether such techniques can be generally applied across
borders and with community groups having differing interests and focus.

• to develop methods for real-time analysis of subjective and objective
data from users. Here the core research challenge is the development of
validated schemes for geo-spatial data fusion, efficient enough to provide
appropriate feedback to users in a timely manner. The methods must ag-
gregate distributed, geo-localised, noisy information sources ranging from
multi-channel sensor data with subjective opinions of individuals, build-
ing a real-time picture of environmentally-relevant factors. Here crucial
issues concerning spatial and temporal scale, as well as community size,
will need to be dealt with. Targeted research will be carried out to inter-
polate and model the acquired data, to enhance the understanding and the
predictability of the monitored environments, and to feed back context-
relevant information to individual contributors.

• to develop interfaces and software to feed back the results of the analysis
to users in a manner that is both related to their interests and immedi-
ately understandable by users with little or no specialist knowledge about
environmental issues or geospatial datasets. The information will be fed
back by mashing it up with other bodies of user-generated content. The
challenge here is to design an appropriate feedback mechanisms using an
interface that is suitable for the mobile devices in use and provides suf-
ficient information, in a timely manner, to have potential impact on be-
haviour. Additionally, this interface should be seamlessly integrated with
that developed for the subjective and sensor data capture.

• to develop a deep quantitative understanding, at the theoretical and
empirical level of the opinion formation processes as well as of how the
aggregated opinions of individuals shift over time, driven by localised en-
vironmental communication, and how this triggers subsequent changes in
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individual and group behaviour. The envisioned data fusion affords an un-
precedented scientific opportunity to observe and model these phenomena
in a way that can immediately impact real-world systems.

11 Dissemination

A proper dissemination is a crucial aspect of the whole concept of participatory
sensing. The goal is to raise awareness about the long-term benefits that can
be reached with a self-sustained feedback mechanism, involving the public, the
scientific and technological communities, and crucially, policy makers, relevant
stakeholders and governmental organisations. In order to raise a larger public
awareness into the capabilities of present day, particularly in young genera-
tions, so to reach the above-mentioned critical mass, it is necessary to develop
demonstrators, to start up case studies, and to make a massive use of interna-
tional popular and scientific press. Most importantly, the creation of on-line
social communities, their interaction with the collected and processed informa-
tion and a direct bridge with policy institutions can be largely favoured by the
use of the Internet, at rather low costs.

12 Relevance for a long-term vision

Europe faces a number of challenges: environmental and climate changes, eco-
nomic and financial difficulties, social and democratic solidity. EveryAware
expects to contribute to the solution of such challenges, in several respects:

i) fostering awareness and improving environmental monitoring will con-
tribute to the reduction of pollution and energy waste in urban areas;

ii) the innovative integration of mobile technology, sensors, and socially-aware
ICT represents a contribution to a shift towards a green and sustainable
economy, that a large policy makers’ consensus indicates as one of the exit
strategies from the current financial and economic crisis;

iii) fostering the birth of environmentally positive communities, stimulating
bottom-up participation, collecting public opinions and perceptions in a
trusted way, are all factors that will empower policy makers with tools to
gauge and orient the democratic processes of decision making.

iv) stimulating the development of ICT-based infrastructures for an empirical,
computational and theoretical approach to social dynamics processes.
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