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ZIPPING OUT RELEVANT INFORMATION

By Dario Benedetto, Emanuele Caglioti, and Vittorio Loreto

HE WORD INFORMATION CAN DESCRIBE THE CULTURAL

STRUCTURES OF SCIENCE, LEGAL AND MARKET INSTITU-

TIONS, ART, MUSIC, KNOWLEDGE, AND EVEN BELIEFS. I'T CAN ALSO

REFER TO THE STRUCTURES AND PROCESSES OF PHYSICAL AND BI-

ological phenomena, which we can
represent as sequences of characters.
Experimental investigations of physi-
cal processes, for instance, typically
produce sequences or time series of
data. Other systems, such as DNA and
protein sequences or human language,
are intrinsically represented as strings
of characters. Treating information as
sequences of characters helps make this
information searchable—a necessary
first step in navigating the overwhelm-
ing mass of data facing us today.
Although the abundance of informa-
tion and its accessibility represents an
important cultural advance, it also in-
troduces a new challenge: retrieving
relevant information. Imagine entering
the largest library in the world and
seeking all the relevant documents on
your favorite topic. Without an effi-
cient librarian’s help, this task would be
difficult if not impossibly hopeless. The
references you wanted likely would re-
main buried under tons of irrelevancies.
On a more positive note, the growing
body of available data provides an ideal
test bed for theoretical constructions
and models. This opportunity has stim-
ulated considerable interest from re-
searchers in many different communi-
ties—physicists, mathematicians, eco-
nomists, and statisticians, to name a few.

In this spirit, we seek to discover the
most suitable tools for examining large
masses of data and extracting useful in-
formation from it.

Information Extraction
"To accomplish the ambitious task of
finding the proverbial needle in a
haystack, we must first define what
useful or relevant information is and
where and how it is coded. This is a
nontrivial problem because informa-
tion means different things in different
contexts. Moreover, it has no absolute
value, depending instead on the spe-
cific filters observers impose on their
data. Consider a simple coin-toss ex-
periment. A gambler is probably only
interested in the toss’s outcome (heads
or tails), but a physicist might be inter-
ested in whether the outcomes reveal
anything about the coin’s nature (such
as whether it is honest or dishonest).
We extract information via a two-
step process. The syntactic step is where
we first identify the structures present
in messages without associating any
specific meaning to them. It is only in
the second (or semantic) step that com-
prehension of meaning occurs; it is the
step in which we connect the syntactic
information to previous experience and

knowledge.

As an example of this two-step
process, consider how to identify the
language in which a given text is writ-
ten. In the first step, we scan through
the text and identify syntactic struc-
tures: articles, verbs, adjectives, and so
on. But only someone who knows the
language can carry out the second
phase—summarizing the incoherent
jumble of syntactic data in the sen-
tences’ specific meaning.

Similarly, for a DNA sequence, this
process would entail identifying the
subsequences that encode the genes
and then identifying their specific
functions. In studying time-series data
(for example, earthquake seismograms
or stock prices), we might seek specific
features and trends that could help us
characterize such sequences’ sources.

Keep in mind that the syntactic and
semantic levels are not always strictly
related; the correlation between them
could depend a lot on the specific
source of information. In other words,
suppose we could efficiently extract a
given sequence’s syntactic information.
Could we obtain from this measure the
information (in the semantic sense) we
were trying to extract from the se-
quence? The answer to this question is
again far from trivial. This article will
show that we can draw at least partial
answers within a posteriori reasoning.

Having this plan in mind, the first
logical step is to provide tools that can
measure the amount of syntactic or
structural information contained in a
given string. Obviously, we would also
like to be able to compare pairs of
strings in terms of their relative infor-
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mation content. We approach the
problem of constructing these tools
from Claude Shannon’s information-
theoretic viewpoint.'?

The Entropy Concept in
Information Theory

Shannon’s seminal paper founded in-
formation theory in the context of
electronic communications.! Informa-
tion theory has subsequently acquired
a leading role in such arenas as com-
puter science, cryptography, biology,
and physics.”

In information theory, the word in-
formation acquires a precise meaning—
namely, a string’s entropy. In a sense,
entropy measures the surprise that the
source emitting the sequences can give.
Suppose the surprise you feel on learn-
ing that an event E has occurred de-
pends only on the probability of E oc-
curring. If the event occurred with
probability one (certainty), your sur-
prise at its occurrence would be zero.
On the other hand, if the probability of
E’s occurrence were quite small, your
surprise would be proportionally larger.

For a single event occurring with
probability p, the degree of surprise is
proportional to —In p. Generalizing the
result to a random variable X (which
can take N possible values xy, ..., xx
with probabilities py, ..., py) is easy. In
this case, the average surprise you re-
ceive on learning the value of Xis pre-
cisely the entropy of the source emit-
ting X (meaning, . p; In p;).

Consider the entropy of a symbolic
sequence that a given source S emits.
For simplicity, regard S as stationary
(meaning the stochastic mechanism
generating the sequence does not
change with time). In this case, we can
give a coherent definition for the en-
tropy through the so-called N-block
(or vectorial) entropies. A symbolic se-
quence X7, X5, Xj, ... (here X; is the

symbol emitted at time # =7 and each X
can assume one of M different values),
the “N-block entropy” is

Hy=-) PC\)InP(Cy), ()
{Cn}

where P(Cy) is the probability of the
N-word Cy = [X}, Xy, ..., Xjyn-1]- We
define the Shannon entropy for an er-
godic stationary process as the asymp-
totic limit of the normalized N-block
entropy:

KS) = Iyinm% - @

A theorem Shannon and McMillan
developed' expresses in a precise way
how b in Equation 2 quantifies the
source’s “complexity”: if N is large
enough, we can partition the set of N-
words {Cy} into two classes, Q;(N) and
Q,(N), such that all the words Cy €
Q;(N) have probability P(Cy) ~ exp(-hN)
and

Y, PCy) -1

Cne(N) for N > =

(3a)
Y, P(Cy)—0

CneQy(N) for N — oo,

(3b)

The theorem also implies that the
effective number of typical sequences
NN) (those in Q;(N)) eftectively ob-
servable is Ny(N) ~ ¢"N. (In nontrivial
cases in which b < In 7z, Njg(N) << my;,
where 72 is the number of possible N-
words.) For processes without memory,
the Shannon-McMillan theorem is es-
sentially the law of large numbers.
Moreover, Ng(N) ~ ¢"Nis the informa-
tion theory equivalent of the Boltz-
mann relation in statistical thermody-
namics: S o< In W, where W is the

number of possible microscopic states,
and S is the thermodynamic entropy.
Under rather natural assumptions, the
Shannon entropy 4 is, apart from a
multiplicative factor, the unique quan-
tity that characterizes the surprise.’

You might now ask how to extend
the definition of the entropy for a
generic string of characters without
any reference to its source. Among the
many equivalent definitions of entropy,
the best for this case is the Chaitin—
Kolmogorov complexity (or algorith-
mic complexity). It states that the algo-
rithmic complexity of a string of char-
acters is given by the length (in bits) of
the smallest program that produces the
string as output.

A string is called comsplex if its com-
plexity is proportional to its length.
Obviously, this definition is quite ab-
stract. For one thing, finding such a
program, even in principle, is impossi-
ble.* Because the definition is not based
on the amount of time the best pro-
gram should take to reproduce the se-
quence, you can never be sure that a
shorter program doesn’t exist that
could eventually output the string in a
longer (eventually infinite) time.

Data Compression and
Entropy Measurement

"To overcome the intrinsic difficulty of
measuring the entropy of a generic
string of characters, we use the relation
between the entropy 4 and the maxi-
mum compression rate of a sequence
X1, X5, X, ... expressed in an alphabet
with M symbols. If the length T of the
sequence is large enough, then com-
pressing it into another sequence (with
an alphabet with M symbols) whose size
is smaller than 7h/In M is not possible.
Therefore, noting that the number of
bits needed for a symbol in an alphabet
with M symbols is In M, the maximum
allowed compression rate is #/In M.
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Figure 1. The Lempel-Ziv 77 algorithm.
LZ77 searches in the look-ahead buffer
for the longest substring (in this case, a
substring of colors) that has already
occurred and replaces it with a pointer
represented by two numbers—the
length of the matching and its distance.

Algorithms explicitly conceived to
approach the theoretical limit of opti-
mal coding are called file compressors
or zippers; a typical zipper, besides re-
ducing the space a file occupies on a
memory storage device, can be consid-
ered an entropy meter. The better the
compression algorithm, the closer the
zipped file’s length is to the minimal
entropic limit, and hence the better the
zipper-provided entropy estimate will
be. Compression algorithms provide a
powerful tool for measuring entropy
and (more generally) estimating more
sophisticated complexity measures.*

The Lempel-Ziv 77 algorithm
(LZ77) represents a great improve-

ment in the field of data compression.’
"This algorithm zips a file by exploiting
the presence of repeated subsequences
of characters within it. Its compression
efficiency becomes optimal as the file’s
length goes to infinity.® Let’s review
briefly how it works.

The LZ77 algorithm first looks for
duplicated strings in the input data (see
Figure 1). It replaces the second occur-
rence of a string with a pointer to the
previous string. This pointer consists
of two numbers: a distance, represent-
ing how far back into the window the
sequence starts, and the length in char-
acters of that subsequence. The origi-
nal LZ77 algorithm defines the win-
dow as the section of the sequence
already scanned sequentially. Com-
mercial implementations generally use
a sliding buffer, typically of 32,768
characters, as follows: if at a given time
the part of the sequence already
scanned is 0y ... 01, the algorithm is
allowed to seek in a look-ahead bufter
the longest subsequence that has al-
ready occurred in the window 0;_3; 765
... 0_1. If i is less than 32,768, the win-
dow will be o ... 0,_1.

For example, in the compression of
an English text, an occurrence of the
sequence the will be represented by
the pair (d, 3), where d is the distance
between this occurrence of the and
the previous one. The zipper does not
recognize the as a dictionary word—
only as a specific sequence of charac-
ters without reference to a specific dic-
tionary. The sequence will then be
encoded with a number of bits of the
order of (log,(d) + log,(3))—the num-
ber of bits necessary to encode d and 3.
The average distance between two
consecutive instances of the in an
English text is roughly 10 characters.
Therefore the subsequence the will
be encoded with less than 1 byte in-
stead of 3 bytes.

The Relative Entropy

An important quantity, the relative en-
tropy (or Kullback-Leibler diver-
gence’) measures the statistical re-
moteness between two distributions.
You can easily grasp its essence in the
following example.

Consider two ergodic sources A
and B emitting sequences of zeroes
and ones: A emits 0 with probability p
and 1 with probability 1 — p whereas B
emits 0 with probability ¢ and 1 with
probability 1 — 4. The previously de-
scribed compression algorithm can en-
code a sequence emitted by A almost
optimally—coding a 0 with —log,p bits
and a 1 with —log,(1 - p) bits. How-
ever, this A-optimal coding is not op-
timal for the sequence that B emits. In
fact, this sequence’s entropy per char-
acter in the A-optimal coding will be
—gInp-(1-¢)In(1-p). The entropy
per character of the sequence that B
emits in its own optimal coding is —¢ In
q-(1-¢)In(1-g¢). The number of
bits per character wasted to encode the
sequence that B emits with the A-op-
timal coding is the relative entropy of
Aand B,

D(B|A) = D(¢||p)

p
=—¢gln+
™y
(-2 . @
l-¢

A linguistic example might clarify
the situation. Transmitting an Italian
text in Morse code optimized for the
English language’s letter frequency re-
quires extra bits compared with the
same text transmitted using a coding
scheme optimized for the Italian lan-
guage. The difference is a measure of
the relative entropy.
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Afile (blue)

Sequential zipping of an A + Bfile

Matching process on A

Matching process on B

Bfile (red)

Encoding A
better and better
(learning A)

Encoding B with a
code optimal for A

(measuring the relative entropy)

Optimizing progressively
the code on B
(learning B)

Figure 2. Sequential zipping of two texts A and B. A sequential zipper optimizes its features at the interface between two

sequences A and B while zipping the sequence A + B obtained by simply appending B after A.

From the Syntactic

to the Semantic Level

We already mentioned that extracting
information from a string proceeds in
two steps. Any algorithm that mea-
sures the entropy of a string of charac-
ters (with arbitrary statistical proper-
ties) only carries out the first, or
syntactic, step. To proceed to the se-
mantic level, we must add other in-
gredients that bridge the gap between
a sequence’s syntactic properties and
its semantic aspects. With this precise
aim, we recently proposed a general
method for context recognition and
classification of strings of characters or
other coded information.®’ Other re-
searchers have proposed similar ap-
proaches.” 2

The key point of our new method is
simple. Suppose you want to estimate
the distance (or similarity) between
texts 4 and B in terms of their infor-
mational content. For instance, for two
texts written in different languages
(such as English and Italian), their dis-
tance is a measure of the difficulty a
typical speaker of tongue 4 experiences
in understanding the text written in
language B.

We can measure one text’s remote-
ness from the other by estimating the
relative entropy.'” To do this, we per-
form a procedure so simple that it is re-
producible on virtually any modern
personal computer. We take a long
English text and append to it an Italian
text; we then zip the resulting text.

The zipper begins reading the file,

starting with the English text. After a
while, it encodes optimally the English
file (this is the compression proce-
dure’s aim). Naturally, when the Ital-
ian part begins, the zipper starts en-
coding it in a way that is optimal for
the English. So, the first part of the
Italian file is encoded with the English
code, thus the zipper “learns” Italian
and changes its rules.

Therefore, if the Italian file’s length
is small enough, the difference be-
tween the length (in bits) of the zipped
English/Italian text and the length (in
bits) of the English text zipped alone
will give a measure of the distance be-
tween the two texts. Figure 2 illus-
trates this learning process when using
the LZ77 algorithm.

A universal scaling (or learning)
function rules the way the compression
algorithm learns a sequence B after
compressing a sequence A.” There ex-
ists a cross-over length for B that de-
pends on the relative entropy between
A and B, below which the compression
algorithm does not learn B (measuring
in this way the relative entropy be-
tween A and B) and above which it
starts learning B; it optimizes the com-
pression using B’ specific features.

More precisely, to compute the rela-
tive entropy of two sources A and B,
we extract a long sequence A from the
source A and a long sequence B from
the source B. We create a new se-
quence A + B by simply appending B to
A. If B is short enough (shorter than
the cross-over length), we can measure

the relative entropy by zipping the se-
quence A + B (using gzip or an equiva-
lent sequential compression program).
The measure of B’s length in the cod-
ing optimized for 4 will be Ayp =L 4,p
— L4, where Ly indicates the length in
bits of the zipped file X. If, on the other
hand, B is longer than the cross-over
length, we must change strategies and
implement an algorithm that does not
zip the B part but that simply reads it
with the (almost) optimal coding of
part A. The relative entropy S 45 per
character between A and Bis thus es-
timated by

Sap=(4p-App)/1BI. ®)

The relative entropy is not a dis-
tance (or metric) in the mathematical
sense: it is neither symmetric, nor does
it satisfy the triangle inequality. In
many applications (such as phylogen-
esis), defining a true metric that mea-
sures the actual distance between se-
quences is vital.

Once you have defined the entropy-
based remoteness between two texts, or
more generally, between two strings of
characters with this “kitchen physics”
procedure, you have in your hands a
powerful tool. This tool will help you
implement suitable algorithms for rec-
ognizing a given sequence’s context.
For example, for a sequence of charac-
ters representing a text, you might
want to recognize the language in
which it is written, discover its author,
or see its subject.
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Table 1. Our author recognition experiment. The two columns at the far right
show the number of times another text by the same author was ranked in ei-
ther the first position or in one of the first two positions.

Author Number Number Number
of texts of success 1 of success 2
Alighieri 8 8 8
D’Annunzio 4 4 4
Deledda 15 15 15
Fogazzaro 5 4 5
Guicciardini 6 5 6
Macchiavelli 12 12 12
Manzoni 4 3 4
Pirandello 11 11 11
Salgari 11 10 10
Svevo 5 5 5
Verga 9 7 9
Bacon 6 6 6
Brown 3 2 3
Chaucer 6 6 6
Marlowe 5 4 4
Milton 8 8 8
Shakespeare 37 37 37
Spencer 7 5 5
Total 162 152 157

Language Recognition

Suppose you are interested in auto-
matically recognizing the language of
a text X. We can summarize the proce-
dure to use as follows:

* "Take as large a collection as possible
of long texts (a corpus) in different
(known) languages: English, French,
Italian, Tagalog, and so on.

* Consider all the resulting files ob-
tained by appending in turn all the
corpus elements to the unknown
file X.

* Now measure all the “distances” be-
tween the unknown file X and all the
corpus elements.

* The corpus file for which the dis-
tance from file X is minimal will in-
dicate either the language closest to
the X file’s or its actual language (if
the corpus contained the unknown

language).

Authorship Attribution

How can you use this technique to rec-
ognize automatically the author of a
given text X? Imagine as large a collec-
tion as possible of texts by known au-

thors, written in the language of the
unattributed text X. We then seek the
text A; for which the difference L,
- L4, is minimum.

To collect statistics, we performed
such an experiment using a corpus of
162 different texts (from Italian and
English literature). For each run, one
of the texts in the corpus was an un-
known text (see Table 1). Our rate of
success was 93.8 percent, which is the
ratio between the number of texts
whose author is recognized and the to-
tal number of texts considered.

For each unknown text, we rank the
relative entropy between the unknown
text and each reference text. We count it
as a success if either the unknown text or
another text by the author of the un-
known text is ranked in the first position.
(Of course, this works only for a poste-
riori experiments in which we know in
advance the unknown text’s author.)

There are, of course, fluctuations in
each author’s success rate. This must
be expected, because defining writing
style precisely is difficult; moreover,
it can vary a lot within a single au-
thor’s works.

Context Recognition and
Classification of Sequences

Determining a given text’s subject is al-
ready possible within our method’s
framework. It proceeds in much the
same way as determining a text’s lan-
guage or author. In this case, we must
compile a collection of texts that treat
known subjects. Then, we can repre-
sent each known subject as a box to
which we can associate the unknown
texts. Given an unknown text, we can
now determine which box is the closest
and conclude that the unknown text’s
subject most closely resembles that of
the closest.

Automated subject determination is
fundamental in another important ap-
plication: automatic universal classifica-
tion. This term implies a hierarchical or-
ganization of a corpus of sequences
(texts) on the basis of their content, a fea-
ture likely to appeal to librarians, bibli-
ographers, publishers, or search engine
managers. With our method, we have
obtained accurate results in classifying
large collections of legal and literary
texts as well as in finding messages news-
group archives. (For more information
on this experiment, visit www.ai.
mit.edu/~jrennie/20Newsgroups and
http://babbage.sissa.it/abs/cond
-mat/0203275.)

We can imagine a further step for-
ward, wherein we try to construct in a
self-consistent way the boxes’ struc-
ture. Suppose we have a large collec-
tion of texts and wish to classify them;
an example might be classifying Web
pages for a search engine. The ability
to guess algorithmically a text’s subject
without having to read it would permit
automated classification.

In this case, we must define a dis-
tance (in the mathematical sense)®!?
between all pairs of elements in the
corpus. The pairwise distances p(X, ¥)
are then elements of the distance ma-
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trix. From the distance matrix, we can
build tree representations: phyloge-
netic trees, spanning trees, and so on.
"This would provide a graphical repre-
sentation of the corpus structure, let-
ting us visualize different relation-
ships.® Although we have not yet found
a rigorous metric, we can do almost as
well in practice by imposing the trian-
gular inequality by hand.

he information-theoretic method
described in this article applies to

any kind of corpora of character strings,
independent of the type of coding be-
hind them. The method has great po-
tential for fields where human intuition
might fail: DNA and protein sequences,
geological time series, stock market
data, medical monitoring, and so on. In
these examples, we see no barrier to de-
veloping algorithms for automatic
recognition and classification or for
identifying specific significant patterns.
Further potentially fruitful areas of
application might be in identifying the
base sequences encoding genes, search-
ing for premonitory patterns in geo-
logical or medical data, and the demar-
cation of boundaries between regions
with different properties. The bound-
ary demarcation problem, sometimes
called the segmentation problem, is
central to defining and optimizing suit-
able observables that can reveal sudden
changes in complex data sequences. §
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Career Opportunities

TOYOTA TECHNOLOGICAL
INSTITUTE AT CHICAGO
Computer Science at TTI-Chicago

Toyota Technological Institute (TTI-
Japan) is founding a new Department of
Computer Science (TTI-Chicago) adja-
cent to the University of Chicago cam-
pus. Applications are invited for tenure-
track and tenured faculty positions at all
ranks.

TTI-Chicago will have exclusive use of
the interest on a fund of $100 million be-
ing set aside by TTl-Japan for this pur-
pose. TTI-Chicago will be dedicated to
basic research, education of doctoral stu-
dents, and a small masters program. Fac-
ulty members will receive continuing re-
search grants and will have a teaching
load of at most one course per year. TTI-
Chicago will have close ties with the
Computer Science Department of the
University of Chicago.

Initial faculty appointments will com-
mence in Autumn 2003, though some
appointments may begin earlier by mu-
tual agreement. The Department is pro-
jected to grow to a steady-state of thirty
faculty by 2007.

Faculty are particularly sought with re-
search programs in
ecomputational geometry
edatabases and data mining
eshuman-computer interaction
elarge-scale scientific simulation
emachine learning
enetworking and distributed computing
esoftware and programming systems
etheoretical computer science

An advisory committee from the Uni-
versity of Chicago and Argonne National
Laboratory will recruit the founding faculty,
who will then assume leadership to deter-
mine the character of the department.

For more information, contact:

Mr. David McAllester
Professor
Toyota Technological Institute at Chicago
mcallester@tti-c.org
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