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Benedetto, Caglioti, and Loreto Reply: In [1] Khmelev
et al. claim that [2] contains many misleading statements
and that Markov chain approaches represent a more at-
tractive technique than Lempel-Ziv (LZ)-based compres-
sion schemes.

The authors recall the results of the experiments re-
ported in [3] where it is shown that Markov chain based
methods outperform gzip based methods. First of all, it
is important to remember that in [3] an LZ-based scheme
(rarw) outperformed the Markov chain approach. The
generic claim made in [1] that the Markov chain approach
outperforms LZ-based schemes is then not so general.
On the other hand, in our opinion, even the claim
that Markov chain approaches outperform gzip-based
schemes is not well supported by the experiments pre-
sented in [3].

In [3] the authors used a method which is slightly but
crucially different from ours [2]. The authorship attribu-
tion of a text X is performed by comparing this file with
one very long file per author to be used as the reference file
(created by simply appending all the files of each single
reference author in one single file) whose length is be-
tween 140 Kb and 6.9 Mb (average length 1.2 Mb). This
procedure seems to us to be definitively wrong in the
perspective of using the gzip compression scheme. Gzip
has a sliding window of 32 Kb over which it looks for the
longest matchings. Now, using as reference file a file
longer than 32 Kb and appending to it the file X, only
the last 32 Kb (which depend on the way the reference file
has been created) are compared with the unknown file.
Therefore most of the available information is lost. In our
method [2] we use all the available files as reference files
and we compare the unknown file X with all the other
files. The indication of the authorship is given by the
reference text closest to the unknown text.

In order to show how this slight difference in the
procedure could bring drastically different results we
have performed two sets of experiments. The first experi-
ment concerns the classification of a corpus of newsgroup
messages widely used for the comparison of different
approaches [4]. The rate of success is 60% with the
method of [3] and 85% with our method. The second
experiment concerned the data presented in [2]. In this
case our prescription allows for 93% (84=90) of success,
while with the prescription adopted in [3] we get a success
rate of 77% (69=90).

As for the usefulness of compression techniques for
DNA analysis, in our opinion this is a very challenging
field where it is almost impossible at present to say which
method will be asymptotically successful. Just to give
some examples, in [5] a method has been proposed to
compress DNA sequences based on the backward search
of approximate repeats. This allows one to define a dis-
tance between sequences useful to compare different
genomes and build Phylogenetic trees.
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As for our definition of remoteness [Eq. (1) in [2] ] it
is important to stress that relative entropy is a positive
defined object. Since data compression schemes provide
an estimate of the relative entropy it could happen that
when the relative entropy is close to zero the approxima-
tion procedure could sort a slightly negative value. This
phenomenon does not affect at all the validity of our
results.

As for the objection concerning the coding chosen for
our texts, one has to remember that a zipper ‘‘reads’’ the
sequences of characters which one inputs to it, nothing
more than this. The idea of comparing languages written
with different alphabets cannot forget this simple state-
ment. In order to compare languages written with differ-
ent alphabets one should, for instance, consider texts
written with the phonetic alphabet. This is the reason
for not having included in our preliminary analysis of
the language tree languages such as Chinese, Greek,
Russian, etc.

As for the computational time we agree that data
compression techniques can be slower than other proce-
dures, but in our opinion the potentiality of the method is
not only related to its speed.

Finally, we remark that only after the publication of
our Letter did we become aware of the results by
Loewenstern et al. [6] and of Khmelev [3] in which the
idea of zipping a file B appended to a file A in order to
define a remoteness between A and B had been previously
stated.
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